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Foreword

The U.S. Geological Survey (USGS) acquires, maintains, integrates, and manages for delivery 
foundational geospatial information as its mission to provide topographic information for the 
United States. I have been lucky to have a career at the forefront of the technological changes 
to advance this mission. The USGS The National Map, includes topographic maps and geo-
graphic information systems data for elevation, hydrography, watersheds, geographic names, 
man-made structures, orthoimagery, government units/boundaries, transportation, and land 
cover. The end objective is to provide geospatial information to the consumer that is discover-
able via search, documented with metadata to assess appropriate use of the data, and then 
easy to access and use. Semantic technology and linked data and information graphs are the 
next big change to improve the “delivery” or the ease of use of the geospatial data in a foun-
dational way, much more than adding another attribute or deriving a new product.

Research continues into the use of semantics and ontologies to move the world wide web 
from human centric to being more readily consumed by machines, which is the most prom-
ising way to handle the massive volumes and rich variety of information. The geospatial 
industry brings a wealth of potential for advancing the consumer’s ability to be geospatially 
aware and connected to their physical surroundings or to forge relationships with locations 
where they have an interest, be it financial, recreational, scientific, educational, or curiosity. 
The authors of this paper are working diligently to bring the vast amount of national coverage 
geospatial information offered by the USGS into a more natural curiosity-driven “follow your 
nose” navigation model, which they call “advanced feature descriptions.”

The future concept that is promoted by this research is to use the topographic map as the 
user interface to easily access and discover a wide variety of semantically linked data at the 
feature level such as a stream, lake, or dam. This will allow the consumer to interactively 
drive the discovery of connections rather than the map designers precomputing and storing 
connections. This powerful technique of “linked data” can support a diversity of queries from 
“what are the current beach conditions on a lake” to “what is the average salary of a home-
owner with a lakefront view.” It may not be obvious to the consumer, but using a linked data 
solution that does not require precomputing the answers vastly broadens the scope of queries 
that can be supported.

The promise of semantic technology has great potential to improve the discoverability and 
data integration potential of The National Map data. It is exciting to see the progress being 
made in exploring prototype systems to demonstrate the potential and to work out all the 
technical details. The immense variety of emerging semantic technology tools is one of the 
challenges of going operational. As this paper adeptly describes, there are more than half a 
dozen tools involved in this prototype alone, and some substantial barriers remain in going 
operational for a nationally scoped program.
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Semantic technology application solutions are a powerful way to deal with the vast volume of 
data, the wide variety of data, and even the velocity of data updates that are available. Geo-
spatial relation concepts of “near,” “crosses,” or “contains” are conceptually simple for humans 
but daunting for technical solutions that can match performance expectations; that is, be fast 
enough. The USGS will continue to chip away at the challenges and barriers, and I am looking 
forward to the day when The National Map is operational on the Semantic Web at a national 
scope!

Phyllis Altheide 
National Geospatial Technical Operations Center, 

Associate Director for Innovations
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Abstract
A prototype system to explore Linked Data that 

semantically integrates geospatial data in various formats from 
different publication sources with data from The National 
Map of the U.S. Geological Survey is presented. The focus 
is on accessing advanced feature descriptions for data from 
The National Map with data coreferenced from other sources. 
The prototype uses Geoserver to access The National Map 
data, which are converted to Resource Description Framework 
triples using Karma and stored in the Marmotta triplestore. 
Marmotta uses a Postgres relational database as a backend for 
the project and queries to the Marmotta triplestore are con-
verted to structured query language and executed by Postgres. 
Triples retrieved are linked with same_as relationships to 
external data sources. The links to these sources provide 
additional attributes and relationships of the data from The 
National Map. Visualization of the results is provided using 
Leaflet and workflows for all parts of the system are defined. 
A use case for the system is provided to access structures 
and names information from The National Map for the 
Washington, D.C., area and link these to Geonames data, with 
visualization of the graphical and tabular results.

Introduction
Geographic data and information are being developed 

and delivered at increasing volumes and rates to support new 
applications, scientific research, and new business models. To 
support these major transitions in science, business, industry, 
and society using geospatial data and information, the U.S. 
Geological Survey (USGS) is researching and developing 
science, methods, and prototype implementations that allow 
connection to a geographic feature, attribute and relation con-
nections to additional data and information sources, visualiza-
tion of retrieved data, and knowledge building through linking 
data across multiple sources and platforms. This work specifi-
cally uses data and connections from The National Map of the 
USGS as a base to which other data are linked and accessed. 
This science and development effort specifically supports 
extensions of USGS geographic data to include semantics and 
knowledge building through links to other data sources.

Finding, retrieving, and integrating geospatial feature 
data for a geographic information system (GIS) is time and 
labor intensive. Information meaning and data relations must 
be predefined in the design of data formats and the program 
code before application. This means that when something 
changes (for example, new features have been created), previ-
ously unexchanged information needs to be exchanged, or 
two programs need to interoperate in a new way, and manual 
intervention by humans is required. The growth of large data-
bases is making techniques that were developed for traditional 
information technology less effective because of the volume of 
data to maintain and publish, the heterogeneous data semantic 
specifications involved with different user communities, and 
the increased speed of data update and maintenance schedules.

This transition in data collection, storage, processing, 
and delivery technology has led to new types of information 
systems that aim to more efficiently complete these tasks. 
Semantic technology and linked data (LD) are one potential 
solution. In many ways, LD extend human-readable web tech-
nologies of Hypertext Markup Language (known as HTML) 
tags and Universal Resource Locator (URL) links (that link 
text documents), providing a framework that promotes the 
development of a machine-readable web (that links data 
sources) that can be traversed, connected, and queried by auto-
mated systems. Semantic technology is a set of methods and 
tools that provides advanced means for categorizing and pro-
cessing data, as well as for discovering relations within varied 
datasets, and uses LD. These techniques provide an applied 
ontology layer to enable machines to automatically search, 
process, and deliver information graphs. Semantically sup-
ported LD are one proposed tool to users who face problems 
of large database creation, maintenance, and integration such 
as those of The National Map (U.S. Geological Survey, 2013).

This report describes a prototype system development 
to explore LD that semantically integrate geospatial data in 
various formats from different publication sources with data 
from The National Map of the USGS. The term data integra-
tion normally involves combining disparate data within a 
single unifying framework. The unifying framework for LD 
is based on declaring certain attributes of geospatial data to be 
equivalent where they coincide and associating noncoincident 
properties that enhance the data semantics of the integrated 
datasets. Such integration is possible using a semantic technol-
ogy format that is not necessarily the format of the input data 
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or the final, published output data. The integration format 
supports the meaning of the data and is easily converted to a 
technical data model.

Objectives

The project described in this report contributes to a multi-
stage project for which the basic semantic technology configu-
ration is based on the following research questions.

• What technical procedures can enable semantically 
supported data integration with The National Map? 
Current The National Map data are isolated and 
not connected, linked, or semantically connected to 
other sources.

• Can data from external sources coreferenced with data 
from The National Map enrich user experiences?

• What methods of generalization and symbolization 
work with a cartographic user interface design that 
supports LD?

Coreferences are data that refer and link to the same or 
related entity. The creation of coreferences has implications 
not only for delivering The National Map as a LD service, 
in that coreferences support data integration, but also for the 
cartographic user interface. The user benefits from corefer-
ences because the interface displays properties they may not 
have been aware of. These are then directly accessible from 
the LD graph.

Conceptual Level Summary

The project described in this report is one stage toward 
the long-term objective to research the concept of a func-
tional map as a knowledge-base component of The National 
Map (Varanka and Usery, 2018). The core concept for the 
system is illustrated in figure 1. Data schemes from The 
National Map and other data stores are used to set the initial 
parameters. Data are then retrieved and converted to triples 
to create data graphs if they contain an advanced feature 
description of another component. The dereferenced data are 
shown on a cartographic user interface, and users can further 
query related data by clicking on data shown on the map. 
The system retrieves the related linked dataset and updates 
with the linked information. The retrieved data that were 
linked to the originally selected feature have additional data 
linked to them. In this way, the user can browse the graph 
along the LD network.

Previous publications describe aspects of the general 
conceptual plan such as data storage for map interface access 
(Baumer and others, 2018), cartographic access to data from 
The National Map (Powell and Varanka, 2018), data schema 
designs for The National Map as LD (Usery and Varanka, 
2012), and data conversion from The National Map to 
Resource Description Framework (RDF; Bulen and others, 
2011). This central idea for the stage of the project described 
in this report focuses on linking data. The advanced feature 
descriptions for the coreferencing process that must precede 
an LD network were completed. However, users can only get 
the advanced feature description; browsing data are the next 
stage of the project.

U.S. Geological Survey 
data

Other data sources

Linked dataset

Dereferencing
Displaying

Querying

Figure 1. Conceptual diagram summarizing the primary stages of a map as a knowledge base.
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The background sections of this report address informa-
tion on the Semantic Web, which is the framework that sup-
ports the technologies used in this project, and The National 
Map. A description of the main components of the prototype 
is presented: an overview of the data and software, a detailed 
description of the system, and discussion of its development. A 
demonstration of a use case is included in a later section. After 
a demonstration of the system, discussion and conclusion sec-
tions are presented.

Background Knowledge
The Semantic Web

Semantic Web technologies are based primarily on the 
World Wide Web Consortium (W3C) standards. RDF is a data 
modeling environment based on triples that take the general 
form of node-edge-node, or subject-property-object or literal, 
where the property is a formal logic axiom (W3C, 2014). Each 
triple resource is identified by a unique Uniform Resource 
Identifier (URI), called the namespace, that indicates the pub-
lisher of the class node or property resource. In this way, each 
data class or property of each triple can be dereferenced over 
the internet using the URI, which resolves to a URL (Lewis, 
2007). Collections of triples form graphs because a node can 
have any number of properties that link it to other nodes. This 
three-part data format is roughly analogous to a simple natural 
language sentence that is largely intuitive to users, and travers-
ing from one link to another creates logically connected sets of 
information.

The base URIs used as triple namespaces can be cum-
bersome to repeat in graph datasets. Namespaces are usually 
shortened to qualified names that consist of a prefix for the 
namespace followed by a triple resource fragment, separated 
by a colon; for example, the namespace for the W3C Web 
Ontology Language (OWL) is “http://www.w3.org/ 2002/ 07/ 
owl#.” However, it is normally replaced by the prefix OWL so 
that a triple resource term from the OWL controlled vocabu-
lary is used as owl:sameAs, for example. Prefixes are used in 
this project and are presented in this report.

Typically, LD systems are simple data delivery systems. 
The relations in a LD system are structured by schemas for 
organizing the logical data interaction, called an ontology. An 
ontology is a model formalizing real-world concepts into a 
framework for organizing data. Ontologies are designed and 
developed using ontology design software that supports OWL 
(W3C, 2012). The design software usually has a small data 
storage capacity, typically enough to test models by applying 
queries against sample data. The final ontology files are then 
imported to an RDF triplestore database to work with instance 
data representing individual features. The design software 
includes one or more reasoners to run on the classes and 
properties to test the logical integrity of the model. After the 
reasoner is executed, inferred associations based on the transi-
tive rule will show newly linked sets of data.

The National Map

The National Map consists of eight data layer themes: 
vector data for boundaries, transportation, structures, and 
hydrography in Esri Geodatabase formats; point data for 
geographic names in delimited format; elevation in LAS and 
LAZ format for lidar (light detection and ranging) data; and 
orthoimagery and land cover in raster formats distributed as 
Tagged Image File Format (known as TIFF). The National 
Hydrography Dataset is a multiresolution database from 
maps of several scales including 1:100,000-, 1:24,000-, and 
1:5,000-scale sources or better, and most recently (as of 2015), 
derived from 1-meter (m) resolution elevation data from lidar. 
The USGS elevation data from the 3D Elevation Program are 
enabled for multiple resolutions with complete U.S. cover-
age at 30- and 10-m resolutions; partial coverage at a 3-m 
resolution, and currently (2019) generating 1-m resolution 
elevation from lidar sources. The National Map supports Open 
Geospatial Consortium (OGC) services standards for accessi-
bility (U.S. Geological Survey, 2019a).

Data and Software
Only coordinate point-based datasets from The National 

Map were included for coreferencing with external organiza-
tion data in this stage of the prototype LD system. These point 
coordinate data were geospatial features from the National 
Structures Dataset (NSD) and Geographic Names Information 
System (GNIS) (U.S. Geological Survey, 2019b). The dataset 
from an external organization is GeoNames, a geographical 
database of global scale (Wick and Boutreaux, 2019). The LD 
graphs derived from the NSD and GNIS conform closely to 
the attribute tables of the GIS or tabular data (U.S. Geological 
Survey, 2019c); however, modifications are made to elimi-
nate aspects of the model that were designed for functioning 
with their respective technology. In the following sections, 
the original data models and the LD graphs are described, 
and modifications of the tabular models for the graphs are 
explained. The third dataset, Geonames.org, required similar 
modifications.

Data Schema

Two ontology models for coordinate geometry predomi-
nate when publishing geospatial data, the W3C Basic Geo 
ontology and the OGC GeoSPARQL standard (both ontologies 
were published using the same URI prefix). The W3C ontol-
ogy has the class geo:SpatialThing with subclass geo:Point, 
whose datatype properties are geo:lat, geo:long, and geo:alt, 
for which the values are in decimal degrees (Brickley, 2004). 
The GeoSPARQL ontology has geo:SpatialObject with sub-
classes geo:Feature and geo:Geometry, related by the property 
geosparql:hasGeometry (Perry and Herring, 2012).

http://www.w3.org/2002/07/owl#
http://www.w3.org/2002/07/owl#
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The GeoNames project uses geo:Point coordinate 
classes for geonames:Feature. It would be reasonable to link 
all graphs to the geo:SpatialThing ontology because all the 
data are point geometries; however, this was not the pre-
ferred implementation because the prototype system will be 
expanded to coordinate geometries beyond points that require 
the GeoSPARQL ontology. The data using two geospatial 
ontologies are coreferenced.

Structures Data from The National Map

The data dictionary for Structures is described 
in the Spec-X system for standards and specifications 
(U.S. Geological Survey, 2019d). The feature class Struct_
Point, defined as a class of geospatial features representing 
buildings or other structures as point locations, has a table of 
attributes that include feature taxonomy and related domains. 
The feature subtypes of Struct_Point are ontological with 
subsumption relations and associated three-digit FType codes. 
Struct_Point subtypes are expanded with child classes called 
feature domains (feature code [FCode] domains) consisting 
of five-digit codes, the first three digits of which refer to the 
parent class. FType and FCode refer to look-up tables values. 
In addition to feature type look-up table codes, features have 
string attributes such as names, unique identifiers, and location 
references. Non-FCode domains, resembling metadata such 
as Distribution_Policy, Sec_Classification, or OwnerClass, 
are also look-up tables with codes. The PointLocationType 
domain adds spatial context to the location point. Three non-
spatial tables that address versioning, metadata, and process-
ing were not within the scope of the project and so were not 
converted to RDF.

The LD graph conforms to the data model as described 
by the data dictionary for Structures, but the following modi-
fications were made for RDF best practices. The general con-
cept Struct_Type combines a feature and representation as a 
geometric point. The LD graph separates the feature type from 
the geometry type. Subtypes of features form the taxonomic 
hierarchy of the ontology. Class and property labels keep the 
same terms but are written in CamelCase; forward slashes, 
for example “College/University,” were eliminated with the 
result “CollegeUniversity.” The FCode is an extension or 
specification of the Struct_Point subtype, so:featureCode is a 
subproperty of:subType. Some FCodes are ontology instances 
(for example, US Capital) and so do not fall within the graph 
hierarchy but within classes.

Geographic Names Information System

The U.S. Board on Geographic Names (BGN) maintains 
uniform geographic name usage. The GNIS is the official 
repository of names data for the domestic United States 
(U.S. Geological Survey, 2019b). The data semantics of each 
data field are publicly available (U.S. Geological Survey, 
2019e). The data model follows the basic format of gazetteers: 

a unique identification code for an individual, preferred name 
and others, geographic point coordinates, and topographic fea-
ture type classification. In addition to these are some special 
codes, such as the date of the BGN decision about the data and 
other Federal codes. When downloaded, the data are formatted 
as delimited text (.txt or TXT) tables.

GeoNames

GeoNames features are categorized into 1 of 9 feature 
classes and further subcategorized into 1 of 645 FCodes 
(GeoNames). Semantics are specified in the GeoNames ontol-
ogy (Vatant and Wick, 2012). These data are also downloaded 
as TXT tables; furthermore, GeoNames data are interlinked, 
meaning that nested entities, such as administrative units 
within a country, and nearby features are organized within the 
feature subgraph.

Linksets

The definitions of the three datasets were compared to 
each other and an equivalent term from widely used vocabu-
laries, such as GeoSPARQL, was selected based on paral-
lels of their semantics (table 1; Tandy and others, 2017). 
Equivalent classes are identified in rows. Some datasets have 
subclasses; where other datasets were lacking equivalencies, 
no values are indicated. When the GNIS data were converted 
from delimited text to shapefile format, property names were 
truncated to conform to shapefile limitations with field names. 
The output field names can be seen in table 1.

The table has four parts corresponding to (1) feature 
instance coordinates, (2) feature type classes, (3) feature 
names, and (4) street addresses. These sections are shown in 
the table from top to bottom. The first section includes feature 
identification numbers, the geometry type of the feature 
instance, and the coordinate value for the geometry type. The 
GeoSPARQL and the Basic Geo ontologies were used. The 
NSD takes a GIS shape from the Esri field type geometry, so 
is compatible with the GeoSPARQL ontology, where geom-
etry objects can be expressed as either well-known text or 
Geography Markup Language (GML). GNIS and GeoNames 
data points are modeled more similarly to Basic Geo, using 
separate properties for latitude and longitude in decimal 
degrees and elevation in decimal meters. GNIS values for 
points in degree-minute-second format and elevation in feet 
were not implemented.

The second section of the table reflects the complication 
of matching structures data, as described in the “Data Schema” 
section, to the feature type classes of GNIS and GeoNames. 
The structures data take the form of codes, called FCodes, that 
refer to a look-up table. Look-up tables are inefficient in graph 
datasets because the code literals of properties are duplicated 
across numerous feature instances and using the codes as links 
to properties introduces an unnecessary extra step for storing 
and retrieving data. The conversion of FCode tables to triples 
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https://schema.org/AdministrativeArea
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https://schema.org/postalCode
https://schema.org/Country
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would facilitate the retrieval of a wider range of terms embed-
ded in the text definitions of codes, though code definitions 
can reveal contradictory semantic information as well.

The semantics of the values from the third part of the 
table about feature names were similar and so grouped 
together under a single base URI for the GNIS data, based 
on the authoritative status of the U.S. Board of Geographic 
Names. The fourth part of the table, street addresses, takes the 
vocabulary of Schema.org, a widely used vocabulary on the 
internet (Schema.org, 2019).

Data Stores

This section describes data storage and management. The 
system has two data stores: Geoserver and Apache Marmotta 
(Open Source Geospatial Foundation, 2019a; Apache Software 
Foundation, 2018). Geoserver is used to store GML format-
ted data (OGC, 2019a). Apache Marmotta is used to store 
RDF formatted data. Apache Marmotta uses PostgreSQL 
to store the RDF triples (PostgreSQL Global Development 
Group, 2019).

Data imported into the system must be uploaded to 
Geoserver. Geoserver can handle a few different input formats. 
The inputs used for this work are Esri shapefiles created from 
The National Map for the NSD and the GNIS dataset (Esri 
1998). The GeoNames data are downloaded from GeoNames.
org (https://www.geonames.org/ ). The GeoNames and GNIS 
data are downloaded in text format and converted to shapefile 
format using the Geospatial Data Abstraction Library (Open 
Source Geospatial Foundation, 2019b). Using other formats, 
such as GeoPackage, would preserve the original property 
names; however, GeoPackage files cannot be used with 
Geoserver (OGC, 2019b).

Once the data have been imported, Geoserver acts as a 
Web Feature Server (WFS). A WFS is an OGC interface stan-
dard that allows for requests for geographical features across 
the web using platform-independent calls (OGC, 2019c). WFS 
acts like a traditional database without any access restrictions. 
Basic WFS allows for querying and retrieval of features in a 
variety of formats include comma-separated values (known 
as CSV), eXtensible Markup Language (XML), and JavaS-
cript Object Notation. A transactional version of WFS allows 
for creation, deletion, and updating of features. Requests to 
these data stores can be made via an HTTP request or an XML 
payload. An example of the HTTP request for a basic WFS is 
shown below: 
https://cartowfs.nationalmap.gov/ arcgis/ services/ struc-
tures/ MapServer/ WFSServer? service= WFS&version= 
1.0.0&request= GetFeature&typeName= structures:USGS_ 
TNM_ Structures&maxFeatures= 10&FILTER= <Filt
er><PropertyIsEqualTo><PropertyName>structures
:STATE</PropertyName><Literal>MO</Literal></
PropertyIsEqualTo></Filter>

This request was created for the USGS Structures WFS. 
It can be divided into several parts. The base URL of the 
USGS Structures WFS data store is copied below: 
https://cartowfs.nationalmap.gov/ arcgis/ services/ structures/ 
MapServer/ WFSServer? 

The service, version, and request are specified as  
service=WFS&version=1.0.0&request=GetFeature&
and the data store as:typeName= structures:USGS_ TNM_ 
Structures&maxFeatures= 10&

With the following, any filters are specified. These filters 
do not have the same scope as more advanced queries. 
FILTER=<Filter><PropertyIsEqualTo><PropertyName>str
uctures:STATE</PropertyName><Literal>MO</Literal></
PropertyIsEqualTo></Filter>

Data can be imported into Apache Marmotta in a variety 
of formats; however, they must be RDF triples rather than 
the GML data that Geoserver returns. Once the data are in 
Apache Marmotta, they can be accessed via SPARQL Protocol 
and RDF Query Language (SPARQL). SPARQL is a query 
language that is designed for RDF formatted data (Harris and 
Seaborne, 2013).

Software Description

This section describes the system operation and data 
conversion processes. The system contains the following tools: 
Geoserver, LInk discovery framework for MEtric Spaces 
(LIMES), Karma WFS Plug-In, Karma as a Service, Web 
Karma, Apache Marmotta, and Leaflet (Agile Knowledge 
Engineering and Semantic Web, 2018; University of Southern 
California, 2016; Leaflet, 2019). These tools can be split into 
two categories: preprocessing tools and query workflow tools. 
Preprocessing tools are used to set up the data store and the 
data transformation process. They consist of Geoserver, Web 
Karma, LIMES, and Apache Marmotta. Query workflow 
tools are actively used during user requests and consist of 
Geoserver, Karma as a Service, Karma WFS Plug-In, Apache 
Marmotta, and Leaflet.

Geoserver is an open-source server written in Java that 
allows users to share, process, and edit GIS data. Geoserver 
has a variety of input formats including shapefiles, GeoPack-
age, PostGIS, and Web Feature Server-NG (Open Source 
Geospatial Foundation, 2019c; Open Source Geospatial 
Foundation, 2019d). Filtering is applied on requests to these 
endpoints following OGC standards (OGC, 2010). Geoserver 
serves as the primary data store for visualizing data and 
retrieving advance feature descriptions.

LIMES is a preprocessing tool that is used to create the 
owl:sameAs relations that are widely used in LD. This tool 
examines the fields of objects in different datasets to determine 
if those fields represent the same object. LIMES includes a 
variety of methods to determine same-as or other ontologically 
important relations between different entities. These methods 
include looking for an exact match or a partial match, calculat-
ing a Euclidean distance, and more between a data field from 

https://www.geonames.org/
https://cartowfs.nationalmap.gov/arcgis/services/structures/MapServer/WFSServer?service=WFS&version=1.0.0&request=GetFeature&typeName=structures:USGS_TNM_Structures&maxFeatures=10&FILTER=%3CFilter%3E%3CPropertyIsEqualTo%3E%3CPropertyName%3Estructures:STATE%3C/PropertyName%3E%3CLiteral%3EMO%3C/Literal%3E%3C/PropertyIsEqualTo%3E%3C/Filter
https://cartowfs.nationalmap.gov/arcgis/services/structures/MapServer/WFSServer?service=WFS&version=1.0.0&request=GetFeature&typeName=structures:USGS_TNM_Structures&maxFeatures=10&FILTER=%3CFilter%3E%3CPropertyIsEqualTo%3E%3CPropertyName%3Estructures:STATE%3C/PropertyName%3E%3CLiteral%3EMO%3C/Literal%3E%3C/PropertyIsEqualTo%3E%3C/Filter
https://cartowfs.nationalmap.gov/arcgis/services/structures/MapServer/WFSServer?service=WFS&version=1.0.0&request=GetFeature&typeName=structures:USGS_TNM_Structures&maxFeatures=10&FILTER=%3CFilter%3E%3CPropertyIsEqualTo%3E%3CPropertyName%3Estructures:STATE%3C/PropertyName%3E%3CLiteral%3EMO%3C/Literal%3E%3C/PropertyIsEqualTo%3E%3C/Filter
https://cartowfs.nationalmap.gov/arcgis/services/structures/MapServer/WFSServer?service=WFS&version=1.0.0&request=GetFeature&typeName=structures:USGS_TNM_Structures&maxFeatures=10&FILTER=%3CFilter%3E%3CPropertyIsEqualTo%3E%3CPropertyName%3Estructures:STATE%3C/PropertyName%3E%3CLiteral%3EMO%3C/Literal%3E%3C/PropertyIsEqualTo%3E%3C/Filter
https://cartowfs.nationalmap.gov/arcgis/services/structures/MapServer/WFSServer?service=WFS&version=1.0.0&request=GetFeature&typeName=structures:USGS_TNM_Structures&maxFeatures=10&FILTER=%3CFilter%3E%3CPropertyIsEqualTo%3E%3CPropertyName%3Estructures:STATE%3C/PropertyName%3E%3CLiteral%3EMO%3C/Literal%3E%3C/PropertyIsEqualTo%3E%3C/Filter
https://cartowfs.nationalmap.gov/arcgis/services/structures/MapServer/WFSServer?service=WFS&version=1.0.0&request=GetFeature&typeName=structures:USGS_TNM_Structures&maxFeatures=10&FILTER=%3CFilter%3E%3CPropertyIsEqualTo%3E%3CPropertyName%3Estructures:STATE%3C/PropertyName%3E%3CLiteral%3EMO%3C/Literal%3E%3C/PropertyIsEqualTo%3E%3C/Filter
https://cartowfs.nationalmap.gov/arcgis/services/structures/MapServer/WFSServer?service=WFS&version=1.0.0&request=GetFeature&typeName=structures:USGS_TNM_Structures&maxFeatures=10&FILTER=%3CFilter%3E%3CPropertyIsEqualTo%3E%3CPropertyName%3Estructures:STATE%3C/PropertyName%3E%3CLiteral%3EMO%3C/Literal%3E%3C/PropertyIsEqualTo%3E%3C/Filter
%3E
https://cartowfs.nationalmap.gov/arcgis/services/structures/MapServer/WFSServer
https://cartowfs.nationalmap.gov/arcgis/services/structures/MapServer/WFSServer
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two datasets. These methods can also be combined by using 
Boolean operators such as and, or, nor, xor, and mathematical 
operators such as add, subtract, min, max, and, etc. The use 
of Boolean operators gives users the ability to create indepth 
entity matching strategies to meet their needs as well as fine 
tuning matching constraints. More information on LIMES is 
available in the user guide (Agile Knowledge Engineering and 
Semantic Web, 2016). If two objects from different datasets do 
match, LIMES generates a triple with the owl:sameAs prop-
erty for storage in Apache Marmotta. This triple creates a link 
between the datasets without having to combine the datasets.

The Karma data tools are divided into three parts: Web 
Karma, Karma WFS Plug-In, and Karma as a Service.

Web Karma is used as a preprocessing tool to set up 
the R2RML file. An R2RML file is used for customized data 
mappings from relational databases to RDF datasets (Das and 
others, 2012). It is used in our workflow to transform the GML 
data retrieved from Geoserver to RDF format. Web Karma 
can be used to transform data via user-created Python func-
tions. This gives the users the ability to manipulate the data 
in any way they require. Users can add columns, change the 
data in columns, and even remove columns from the original 
GML data.

The Karma WFS Plug-In is the endpoint that Apache 
Marmotta contacts when it pulls data from Geoserver. Apache 
Marmotta has been specifically set up with known namespaces 
from the system backend. This means it will search for the 
data we converted at the Karma WFS Plug-In but it will search 
for the rest abroad.

Karma as a Service performs the data transformations 
when the Karma WFS Plug-In is queried. Overall, the set of 
Karma tools is used to perform the data transformation of the 
GML data to the specified RDF format.

Apache Marmotta searches for data when requested by 
the user. It is specifically designed to handle RDF data and 
perform SPARQL queries. Apache Marmotta also manages 
SPARQL endpoints to gather data from external sources. 
Given a specific URL, it either queries the Karma WFS Plug-
In or queries another data-stores Semantic Web endpoint.

Leaflet is a JavaScript library used to design the user 
interface and visualize the requested features. Leaflet is a 
widely used library for visualizing GIS data. This project uses 

a plug-in called Leaflet-WFST that allows for easy query-
ing and visualizing of data from Geoserver or another WFS 
endpoint. Leaflet-WFST creates the WFS queries to send to 
Geoserver. Only a limited set of filters are enabled. Of the 
subset of filters that are available, the following were enabled 
for this prototype: 
PropertyIsEqualTo, PropertyIsNotEqualTo, PropertyIsLessT-
han, PropertyIsGreaterThan, PropertyIsLessThanOrEqualTo, 
PropertyIsGreaterThanOrEqualTo, and PropertyIsBetween.

Software Interactions

An overview of the way the system and tools interact 
with one another is shown in figure 2. In the figure, users inter-
act with the Leaflet user interface to request the visualization 
of a dataset or ask for the system to find additional features 
from other datasets that belong to that object. Leaflet can 
interact with either the Leaflet-WFST Plug-In and Geoserver 
or Apache Marmotta. If the user requests the visualization 
of features, then Leaflet will send this request to the Leaflet-
WFST Plug-In where it creates a WFS request and sends it 
to Geoserver. Geoserver will return GIS data to the plug-in. 
The plug-in will create a data layer and send this to the Leaflet 
interface where it is visualized and updated for the user. 
This process is described more in depth in the “Visualization 
Workflow” section.

If the user requests additional features for a specified 
object, the Leaflet user interface will send the object’s URI 
to Marmotta. Marmotta looks up the owl:sameAs data that it 
received from LIMES for any object that represents the same 
entity. It will then look up the URIs of those objects via Karma 
as a Service and the Karma Endpoint to retrieve those data. It 
will return the data back to the Leaflet user interface where the 
data will be updated.

Overall, the processes done by this LD prototype system 
are split into three separate workflows: preprocessing, visu-
alization, and advanced feature description. The individual 
processes are explained and separated in the following three 
sections.
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Geoserver Leaflet-WFST 
Plug-In

Leaflet user
interface User

Karma as a Service Apache Marmotta

LIMES

WFS requestWFS request

WFS requestWFS request

GIS dataGIS data

GIS dataGIS data RDF dataRDF dataURI URI 

Data requestData request

Data requestData request

Additional featuresAdditional features

GIS data
layer

GIS data
layer

Updated user interfaceUpdated user interface

Same-as feature URLsSame-as feature URLs

RDF dataRDF data

RDF dataRDF data Same-as dataSame-as data

Figure 2. Diagram of the overall advanced feature description system. [WFS, Web Feature Server; GIS, geographic information system; 
URI, Uniform Resource Identifier; RDF, Resource Description Framework; LIMES, Link discovery framework for MEtric Spaces]

Preprocessing Workflow
The preprocessing workflow includes all the work 

that must be completed before the tool is operational using 
Geoserver, Karma, LIMES, and Apache Marmotta. The pre-
processing workflow has the following steps (fig. 3):

• Download data from their original data sources and 
import them into Geoserver.

• Load the data from Geoserver into the Karma WFS 
Plug-In and design the mapping from GML to RDF. 
This can include data transformations in the form of 
Python functions. Publish the data conversion file and 
the converted data for LIMES.

• Use LIMES to create the same-as relations between 
objects from two data sources. Output a triples data file 
with these relations.

• Import the LIMES output into Marmotta with the 
triples data file so that the system can find the map-
ping files and the same-as relations for coreferencing 
requests.

Karma

The Karma web interface is used to create the data map-
ping from GML to RDF. In the interface, the user loads a 
sample record from Geoserver. This sample record is used to 
specify which columns should be accessed and how features 
should be converted to an RDF equivalent. An example of this 
can be seen in figure 4.

A user can perform transformations of the data via a 
user-created Python script. In figure 5, a column named 
geosparql:wkt was added to the data. This column is the well-
known text version of the gml:pos column and can be used 
with other Semantic Web data sources (Lott, 2015).

Once the data mapping from GML to RDF is finalized, 
an R2RML file is output. This file is used by Karma to convert 
any data files that share the exact fields as the original sam-
ple record.

LIMES Relation Mapping

LIMES will determine the properties that both datasets 
have based on their Karma mappings. LIMES compares RDF 
formatted data. Properties can then be compared using a vari-
ety of operators and measures to check if they represent the 
same object. Images from LIMES and the advanced matching 
capabilities are shown in figure 6. In the first image (fig. 6A), 



Preprocessing Workflow  9

Apache
Marmotta

Linkset file

LIMES

Data filesRDF
GML

Web Karma

Geoserver
Karma WFS Plug-In

Figure 3. Preprocessing stage software interaction overview. [GML, Geography Markup Language; WFS, Web Feature Server; RDF, 
Resource Description Framework; LIMES, Link discovery framework for MEtric Spaces]

Figure 4. Interface for selecting data columns for conversion to a Resource Description 
Framework.
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Figure 5. Data modifications using Link discovery framework for MEtric Spaces.

the cosine measure is used to determine if two objects that 
have the same title or official name are the same; however, this 
operation allows for some degree of error. For example, an 
object named Building 1 and another object named Building 2 
will be equal because only one character is different. This 
type of problem is overcome by using multiple attributes from 
both datasets, which is shown in the second image (fig. 6B). 
Here, the latitude, longitude, and name features of the object 
are compared. The latitude and longitude use the exact match 
measure and the “and” Boolean operation is used to combine 
the comparisons. This allows for increased accuracy for the 
entity comparisons.

This tool creates an output list of tuples matching the 
entities from the datasets that is then uploaded to Marmotta. 
These tuples create data linking between the entities. They are 
in RDF format and use the W3C standard owl:sameAs rela-
tion. An example from Marmotta is shown in figure 7.

After the LIMES data are uploaded to Marmotta, the sys-
tem is ready to operate. Now that the preprocessing workflow 
has been explained, a description of the visualization work-
flow follows.

Visualization Workflow
The visualization workflow includes the tasks completed 

by Geoserver, Leaflet, and the Leaflet-WFST Plug-In to visu-
alize any data that are requested by the user. The visualization 
workflow has the following steps:

• The user specifies a dataset request via the Leaflet user 
interface. The request can be for a complete dataset or 
can include a filter to select a subset of the dataset.

• The Leaflet-WFST Plug-In creates a WFS query, which 
is sent to Geoserver.

• Geoserver receives this request and gathers the relevant 
data that match the feature count and filter. Geoserver 
sends these data back to the Leaflet user interface in 
the form of a Geoserver JavaScript Object Notation (or 
GeoJSON).

• The user interface determines what the data represent 
(that is, church, school, hospital), then visualizes the 
data using Leaflet layers and the clustering plug-in.

The visualization workflow process is shown in figure 8.
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A

B

Figure 6. Link discovery framework for MEtric Spaces interface for mapping relations between 
datasets. A, interface showing cosine measure of one attribute; B, interface using multiple measures 
on multiple attributes.
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The figure 9 image was taken directly from the screen of 
the LD prototype. The user selected data from the Geonames.
org dataset for Washington, D.C. Note that buildings have 
different visual representations based on the structure they 
represent. These representations are based on their feature 
information and are discussed more in the “Displaying Layer 
Data” section.

Leaflet Map Display Properties

Leaflet uses unique layers to present information to the 
user. These layers can be either a base map that sits at the 
bottom level and is typically used for background images, an 
overlay map that sits at a specified view level and is typically 
used for informative displays, or a set of geometric objects 
that are placed on top of the other layers. The top layer can 
be made up of many types of data such as popups or markers 
representing point data, raster layers such as tileLayers and 
other overlays, vector datasets shown as polylines or poly-
gons, and grouping layers that combine popups and markers 
to increase performance. All these types of layers are used in 
conjunction to make an application provide the information 
requested when examining the data in an easy-to-view format. 
This application uses the multiscale base map for the USGS, 
called USGSTopo, as the primary backdrop using a raster 
tile layer that portrays information from The National Map 
(U.S. Geological Survey, 2019f). All data that are requested 
by the user to be visualized are grouped together in a cluster-
ing layer and shown on top of the USGSTopo backdrop.

Query results are stored in a nested data structure in the 
JavaScript Object Notation for Linked Data file format. The 
file is iterated through, and the data and coordinate informa-
tion for each entity are extracted individually. This informa-
tion is bound to a marker. Markers use a latlng object, which 
is a pair of latitude and longitude attributes, and a custom icon 
to plot the information on the map. The information bound to 
a marker will only be shown when requested. These requests 
take the form of a user clicking on a marker. Leaflet takes all 
the individual points and gathers them into a clustering layer, 
which generalizes the data into one layer rather than showing 
all data points at all zoom levels. Using these clusters allows 
large amounts of data to be visible without an effect on per-
formance. This allows users to zoom in or out and pan around 

Figure 7. Output tuples linking Resource Description Framework resources.

the map interface without the internet browser crashing. The 
clustering layer is shown in figure 10. Some points are still 
shown individually if they are not close enough to any other 
cluster head to be included.

Displaying Layer Data

Each feature is represented by a specific symbol based 
on its feature type. Some examples can be seen in table 2. 
The table highlights the heterogeneous nature of the differ-
ent datasets; for example, all three datasets contain a differ-
ent representation of the semantic definition of a hospital. 
The symbols used to describe a feature are also the same 
across several feature identifications; for example, School: 
Elementary, School: Middle School, and School: High School 
from the USGS Structures datasets are represented by the 
same symbol because, on a semantic level, they represent 

Geoserver

WFS GeoJSON

Feature properties,
more...

Figure 8. Initial visualization 
workflow. [WFS, Web Feature 
Server; GeoJSON, Geoserver 
JavaScript Object Notation]
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Figure 9. Visualization of the initial retrieved datasets.

Figure 10. Visualization of clustering on the user interface.
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Table 2. Example entries from the U.S. Geological Survey (USGS) Geographic Names Information System (GNIS) map symbol library.

Symbol name Symbol image Data representation

Hospital USGS GNIS: Hospital 
Geonames.org: HSP, CTRM 
USGS Structures: Hospital/Medical Center

Populated place USGS GNIS: Populated Place 
Geonames.org: PPL, PPLX

Post office USGS GNIS: Post Office 
Geonames.org: PO

School USGS GNIS: School 
USGS Structures: School: Elementary, 
School: Middle School, School: High 
School, College/University, Technical/
Trade School 
Geonames.org: SCH, ITTR, STNB

locations of learning. The granularity of the feature definitions 
is also inferred in the table. The USGS GNIS dataset does not 
distinguish between different levels of schools. Instead, all 
levels contain the same feature attribute.

The feature attribute and symbol representation have no 
effect on the clustering function. The clustering function takes 
individual points and groups them together by using a greedy 
clustering algorithm. The algorithm will select a subset of 
points in the currently viewable area as cluster heads based 
on the distance apart and the total number of points that are 
viewable. Then, it will group the rest of the points with these 
cluster heads using a greedy approach to assign a cluster head 
based on proximity. Once the algorithm is complete, the clus-
ter is shown as the position of the cluster head and a display 
with the number of points in that cluster. When a cluster head 
is hovered over, a polygon showing the area that the points 
are in appears (fig. 11). This polygon was generated using the 
quick hull algorithm to create a convex hull for the cluster. 
The system only updates the clustering layer once when the 
user stops zooming or panning because updating the clusters 
can become performance intensive if called too many times.

As the map is enlarged, clusters begin to break into sub-
plots and center among the collection of points in that area. At 
a specified zoom (currently set at the maximum zoom level), 
Leaflet shows the marker icons instead of the clusters so that 
the user knows more information about individual points.

Hovering over an icon will display a tooltip with that 
point’s feature class so that the user knows what each icon 
represents (fig. 12A). These feature classes are different for the 
different data sources. Clicking a marker will display a popup 
of relevant information regarding that point along with a link 
for the advanced feature description for that entity (fig. 12B). 
Clicking on the link will display relevant information from 
other data sources concerning that point. As the point is used 
as a subject for queries into other relevant datasets using the 
linking files discussed with LIMES, new tabs begin to popu-
late the space with new information about the selection. This 
process for retrieving the advanced feature description data is 
described in the next section.



Visualization Workflow  15

Figure 11. Visualization of a quick hull polygon on the user interface.

A B

Figure 12. Visualization of Leaflet layer data. A, tooltip containing the feature class; B, popup with 
the entity attributes.
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Advanced Feature Description 
Workflow

The advanced feature description workflow includes the 
functions completed to retrieve any additional features for an 
object that the user specifies (fig. 13). This workflow includes 
Leaflet, Marmotta, Karma, and Geoserver.

The advanced feature description workflow has the fol-
lowing steps:

• The user specifies an object to request via the Leaflet 
user interface. Leaflet gets the object URI and creates 
a Marmotta SPARQL query. The query is designed to 
look for triples that contain the URI specified in the 
request. This query gets forwarded to Marmotta.

• Marmotta receives this query. It queries the database 
for any URIs that have a same-as relation with the 
selected URI. It decomposes the additional URIs to 
determine the endpoint that needs to be queried. Any 
endpoints starting with data.usgs.gov will be for-
warded to the Karma WFS Plug-In. Any requests sent 
to Karma will use Karma as a Service and will forward 
the request there. Additionally, any other prefixes 
will be forwarded to the appropriate SPARQL end-
points. The other endpoints will return the records in 
RDF format.

• Karma takes this request and sends a request for data to 
Geoserver based on the WFS part of the request.

• Geoserver takes this request, forwards this to the exter-
nal USGS WFS endpoint, and gets the results for the 
query. It then returns these results to Karma in the form 
of GML data.

• Karma takes the GML data and transforms them based 
on the predefined mapping. Karma then returns these 
data to Marmotta.

• Marmotta receives these data and forwards them to the 
user interface.

• The user interface visualizes the requested data or gives 
the data in a human-readable format for the users.

Use and Querying of a Uniform Resource 
Identifier

URIs are important when creating any linked dataset. 
An example of a URI that is generated by and used within 
the LD prototype is shown in figure 14.

The URI is generated via Karma as a Service dur-
ing the data conversion process. It is primarily used to tell 
our coreferencing workflow how to retrieve and convert 
the data. The URI can be divided into three parts: the 
namespace, the data conversion identifier, and the Geoserver 

data URI. The namespace is the general namespace chosen 
for the data. This information tells Marmotta whether to query 
the Karma-as-a-Service endpoint or another endpoint, for 
example, DBpedia. The second part is the data conversion 
identifier. It tells Karma as a Service which mapping file to use 
when converting the data from GML to RDF. This is important 
because the data will not be converted if the wrong mapping 
file is used. The last part tells Karma as a Service which URI 
to look up and return from Geoserver.

When a user requests an advanced feature description for 
an entity, two SPARQL queries are built. The first query using 
the URI as the subject gathers data that point outward from the 
URI (query 1, shown below).

1. PREFIX owl: <http://www.w3.org/ 2002/ 07/ owl#>

Apache
Marmotta

New rendered features

Dereferencing

JSON–LD

DBpedia
data.usgs.gov/lod

Karma WFS Plug-In

Karma as a Service

GeoServer

GML

RDF

Detects R2RML file

data.usgs.gov/gnis/fid123

WFS request

A graph store
returns RDF

Figure 13. Advanced feature description workflow. The area 
shown in bold refers to the meaning behind the Uniform Resource 
Identifiers in our system, as described in further detail in the 
next section. [JSON–LD, JavaScript Object Notation for Linked 
Data; RDF, Resource Description Framework; WFS, Web Feature 
Server; GML, Geography Markup Language]

Karma conversion identifier

http://data.usgs.gov/gnis/GNIS_DC_Features_20180401.1230

Namespace Geoserver URI

Figure 14. Linked data prototype Uniform Resource Identifier (URI) 
breakdown.

http://www.w3.org/2002/07/owl#
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SELECT DISTINCT ?coref ?dsuri

WHERE { { GRAPH ?dsuri { ?coref owl:sameAs <entity_
URI> . } } }

The second query using the URI as the object, gathers 
data that point inward toward the URI (query 2, shown below).

2. PREFIX owl: <http://www.w3.org/ 2002/ 07/ owl#>

SELECT DISTINCT ?coref ?dsuri

WHERE { { GRAPH ?dsuri { <entity_URI> owl:sameAs 
?coref . } } }

In these queries, the entity_URI is the URI for the spe-
cific entity that is being queried. The only difference between 
them is the ordering of the requested RDF triple.

After these queries are sent to Marmotta and the entity 
that has the owl:sameAs relation is determined, the URIs 
of the entities who describe the same entity as the current 
entity are returned. From here, two more queries are created 
to gather the additional entities information (queries 3 and 4, 
shown below).

3. PREFIX owl: <http://www.w3.org/ 2002/ 07/ owl#>

SELECT DISTINCT ?coref ?dsuri

WHERE { { GRAPH ?dsuri { ?coref owl:sameAs <entity_
URI> . } }

FILTER(?coref != <filter_URI>) . }

4. PREFIX owl: <http://www.w3.org/ 2002/ 07/ owl#>

SELECT DISTINCT ?coref ?dsuri

WHERE { { GRAPH ?dsuri { <entity_URI> owl:sameAs 
?coref . } }

FILTER(?coref != <filter_URI>) . }

These queries will gather the attributes for the additional 
entities while filtering out the data of the current entity. Like 
queries 1 and 2, the only major difference is the ordering of 
the requested RDF triples. Once the results are returned from 
Marmotta, Leaflet will create a tab on the right side of the user 
interface.

Generation and Display of Advanced Feature 
Descriptions Tabs

As the URIs are dereferenced and feature information is 
gathered, tabs are created on the right side of the user inter-
face. Each tab is labeled by the dataset the advanced feature 
description is being taken from (fig. 15). Tabs contain the attri-
bute information for the coreferenced entities. This informa-
tion is shown when the tabs are clicked by the user.

A B

Figure 15. Visualization of the tab generation for a point return. A, the Geonames owl:sameAs feature; B, the U.S. Geological Survey 
Structures owl:sameAs feature.

http://www.w3.org/2002/07/owl#
http://www.w3.org/2002/07/owl#
http://www.w3.org/2002/07/owl#
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Example of a System Use Case

Data for Washington, D.C., from the USGS Structures, 
USGS GNIS Names, and Geonames.org data were used 
for this example. The USGS Structures dataset was loaded 
from a shapefile into Geoserver. The data can be down-
loaded from the USGS The National Map data download site 
(U.S. Geological Survey, 2019g). The GNIS Names dataset 
was also downloaded from the data download site; however, 
it is only available in text format and the Geospatial Data 
Abstraction Library was used to convert it into shapefile 
format, which was uploaded to Geoserver. Similarly, this was 
also done for Geonames.org data because the data are only 
available in text format; however, Geonames.org data were 
downloaded from their website.

Karma Mapping

Three primary attributes were used to compare entities 
from separate datasets. These attributes include latitude, lon-
gitude, and title. If the data did not include a separate field for 
longitude and latitude (for example, the GNIS Names data), 
then a separate data field was created for these via the Python 
transformation function in Karma. The W3C Basic Geo terms 
geo:lat and geo:long were used as the new RDF type for the 
latitude and longitude, respectively. The titles were labeled as 
a dc11:title in the RDF format.

LIMES Relation Mapping

We used the owl:sameAs relation mapping that was pre-
viously shown to link the entities from different datasets. We 
used the mapping relation from the second example in figure 6 
to compare entities. We determined that the Structures dataset 
had additional features in the GNIS Names and Geonames.org 
datasets; however, this dataset only contains about 500 enti-
ties. Thus, most of the entities in the GNIS Names and 
Geonames.org datasets do not have an equivalent entity in the 
Structures dataset.

Geoserver Data Retrieval

The first query shows the retrieval of all the data from the 
USGS GNIS dataset for Washington, D.C. (fig. 16). Compared 
to the other dataset, this is a small dataset and includes only 
514 entities.

The results from when an advanced feature description 
request is executed on an entity from the USGS Structures 
dataset are shown in figure 17. The additional features are on 
the right-hand panel with tabs noting the source dataset. In 
figure 17, notice that the data on the right are different from 
the original dataset. The panel also includes the URI that was 
used in the additional dataset, allowing the user to look up the 
same entity in the other dataset.

The form for filtering the USGS GNIS Names dataset 
is shown in figure 18. In figure 18, the PropertyIsEqualTo 
filter is selected. This is one of multiple OGC filters currently 

Figure 16. Initial visualization screen showing clustered portrayal.
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Figure 17. Maximum scale view showing the initial selection of a feature.

Figure 18. Leaflet Transactional Web Feature Server filter interface.

implemented in the Leaflet-WFST Plug-In (OGC, 2017). The 
advanced feature descriptions tool currently supports unlim-
ited filters that use the Boolean operator “and” together. This 
means that any returned data match every filter.

The results of applying the filter from the dataset are 
shown in figure 19. The Leaflet-WFST will create a filter that 
matches the OGC standard filter and attaches it to the WFS 

request it will send to Geoserver (Vretanos, 2010). To use the 
filter, the user must already know the field name and the literal 
expression for which they are searching.

The example filter returned geospatial data from other 
datasets that were the same feature as the one selected by 
the user. Now that the capabilities of the system have been 
reviewed, a discussion of the tool and resulting insights is 
provided in the next section.
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Figure 19. Query results.

Discussion
A summary of the overall technical approach and an 

evaluation of the strengths and weaknesses of the system are 
discussed in this section. Conclusions about the challenges and 
potential alternatives for linking coreferences for LD follow 
the summary and evaluation. This section concludes with a 
statement of the significance of the results.

Summary

The previous section described the technical aspects of 
producing coreferenced advanced feature descriptions of LD 
with The National Map. The study was designed to test if 
linking these data is feasible and if it would benefit the user 
experience and to identify the implications for a LD map user 
interface. Our results indicate that techniques are compatible 
with topographic data from The National Map. The prepro-
cessing workflow converted data schemas in multiple formats 
and coreferences were established between data schemas of 
subject matter common to multiple datasets. The map interface 
represented semantic properties of geospatial features.

Strengths and Weaknesses

There are three major strengths to this project. The first 
strength is the ability to customize the data mapping from 
GML to RDF. The Karma tool allows users to specify the 

conversion for any dataset that is in Geoserver, which allows 
users to create a standard base mapping. Secondly, most 
geographic datasets can be added to Karma if they can be 
converted into a shapefile, allowing users to easily visual-
ize any datasets they would like. Lastly, users can filter data, 
which allows viewing limited sets of the data that are loaded 
into Geoserver.

There are three weaknesses of this project. The greatest 
weakness is the manual work required to set up the system. 
The preprocessing workflow must be completed for every 
dataset. Additionally, steps such as the creation of the LIMES 
same-as relations must be done for every relation between 
two datasets. Next, the system has no capabilities to perform 
advanced levels of querying. Filtering is not the same is query-
ing. The system cannot perform a query on multiple separate 
WFS data stores or make multistage filters; for example, it 
cannot perform the following query: find all objects within 
1,000 meters of object X. To complete this query, a system 
would need to look up object X, return the geographic data for 
object X in the form of a bounding box, and then search mul-
tiple WFS endpoints for objects that are within that bounding 
box. Additionally, users must have knowledge of the indi-
vidual contents of the datasets to perform any filters. Lastly, 
data are difficult to link because of different attributes for 
each dataset. Currently, this tool only performs entity match-
ing. There is no way to navigate the data between datasets 
based on different attributes. The heterogeneous nature of the 
datasets makes it impossible for users to create a filter that 
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can accurately draw the requested data from different sources 
because the fields will be different and the possible values 
could be different.

Conclusions

The objectives of this research and development effort 
were to investigate technical procedures that can enable 
semantically supported data integration with The National 
Map, coreference external data sources with data from The 
National Map to enrich user experiences, and determine 
methods of generalization and symbolization that work with a 
cartographic user interface design supporting LD. The devel-
oped prototype system provided data from The National Map 
that were linked to external data sources, such as DBpedia 
and Geonames, which provided the integration and linking 
for further exploration of those datasets and the features of 
The National Map. The coreferenced data from those external 
sources and within The National Map sources provide addi-
tional information to users about those features. The informa-
tion in this prototype was delivered by a user interface that 
accesses LD for its display and visualization function. These 
visualization functions use simple generalization methods 
(for example, summing many geographic features to a single 
symbol for representation at small cartographic scales) but 
also provide an effective user interface for further access to the 
characteristics of a feature. This system demonstrates a system 
design for implementing advanced feature descriptions for a 
map as a knowledge base.

Challenges and Potential Solutions
The major challenge is the lack of a querying system and 

the linkability of the datasets. The lack of querying reduces 
the usability of the tool by reducing the number of ways data 
can be searched and traversed. Likewise, the lack of indepth 
linkability between the data elements system wide because of 
the heterogeneity of the datasets results in reduced usability 
of the system because users need to know what data are stored 
and how they are stored for each individual dataset; however, 
research has already begun in this area. Currently, there are 
two options to solve this issue. The first option is to mass 
convert everything into RDF format and perform querying 
here. RDF format allows increased linkability and already has 
querying languages in the form of SPARQL. This approach 
results in increased storage requirements because all the data 
would need to be stored in RDF format. The second option is 
to design a querying system for WFS (Zhao and others, 2017); 
however, this approach is still in its infancy.

Statement of Importance
There are some major pieces of this work that are impor-

tant. First, this work proposes an easy-to-use platform that can 
create an LD tool between heterogeneous GIS datasets, which 

means that it is easy for users to change the datasets, add new 
datasets, and change how the data are interpreted and com-
pared. Secondly, this work highlights the difficulty of relating 
datasets even within the same organization; for example, the 
USGS Structures and USGS GNIS datasets have different 
standards for describing features. Lastly, this work stands as 
a template to link USGS datasets with outside datasets such 
as the Geonames.org data, which allows our already free-
use datasets to become closer to being incorporated in the 
Semantic Web.

Summary
A prototype system to explore Linked Data that seman-

tically integrates geospatial data in various formats from 
different publication sources with data from The National 
Map of the USGS is presented. This work is one stage in the 
development of a map knowledge base from The National 
Map data. The focus is on accessing advanced feature descrip-
tions for data from The National Map with data coreferenced 
from other sources. The prototype uses Geoserver to access 
The National Map data, which are converted to Resource 
Description Framework triples using Karma and stored in 
the Marmotta triplestore. Marmotta uses a Postgres rela-
tional database as a backend for the project and queries to the 
Marmotta triplestore are converted to structured query lan-
guage and executed by Postgres. Once the triples are retrieved, 
the link discovery framework for metric spaces is used to 
determine same_as relationships in additional data sources. 
The system includes linking of data from multiple sources to 
original data accessed from The National Map. These links 
provide additional attributes, descriptions, and relationships 
in popup tables of The National Map features from Web data 
sources. Data from The National Map used in the prototype 
include geographic names, structures, and boundaries. Feature 
from these datasets are then linked to external data sources 
including to retrieve additional attributes. The original data 
and results of these queries including linked data and attributes 
are visualized using Leaflet. Workflows for accessing The 
National Map data with Geoserver, conversion to triples, query 
and linking external datasets, and visualization are described 
in detail allowing users to replicate the system design and 
processing. The advanced feature description workflow is used 
to retrieve additional features for any user-specified object.

A use case for the system is provided to access struc-
tures and names information from The National Map for the 
Washington, D.C., area and link these to Geonames data. The 
case study data are processed through the various workflows 
and result in a graphical visualization of the original data and 
results of the linking process including display of additional 
attribute information.
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advanced feature description Tabular, 
popup attributes, relations, other text, and 
links providing details of selected features.

coreference Two or more expressions in 
a text that refer to the same person or thing; 
they have the same referent where the referent 
is a person or thing to which a name —a 
linguistic expression or other symbol—refers.

data integration Merging geospatial features 
and attributes based on geometric coordinate 
reference systems, geospatial position, and 
semantic descriptions and relation links.

dereference Accessing the value or object 
in a linked web or memory location stored 
in a pointer or another value interpreted as 
such; to access a value being referenced by 
something else.
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